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No. of Questions : 50
geat @ e @ 50

Time : 2 Hours Full Marks : 200
g ;2 gUe geiieh : 200
Note: (1)  This Question Booklet contains 40 Multiple Choice Questions

(2)

(3)

followed by 10 Short Answer Questions.

%qaﬁgﬁﬁaﬂﬁma@ﬁﬁaloagaﬁﬂamﬁ%l

Attempt as many MCQs as you can. Each MCQ carries 3 (Three)
marks. 1 (One) mark will be deducted for each incorrect answer.
Zero mark will be awarded for each unattempted question. If
more than one alternative answers of MCQs seem to be
approximate to the correct answer, choose the closest one.

STfereRITeres aegferse Feel T B T BN HACT B | TS T
ge= 3 () il @1 B | wee e Sak @ [T 1 (Th) iE
el ST | Ud® STIWRT He9 & qraieh LA BE ) A
argfre g9l B EHIfes Asius ImY e Sk B e Fa
gl, af Frepeas @@ w2

Answer only 5 Short Answer Questions. Each question carries
16 (Sixteen) marks and should be answered in 150-200 words.
Blank 5 (Five) pages attached with this booklet shall only be
used for the purpose. Answer each question on separate page,
after writing Question No.

Fae 5 (U9) TESTOT J99 & I@X 2 | TAH 97 16 (HIg)
HET B B TUl ITH IY 150-200 &N B A ST =T |
za% [T g9 gRawr § @@ gu AR 5 (9=) g<i & & S
STEH & | TO% 9 B I« T A I3 |, U HE&AT Rigs

L& B |

3 P.T.O.
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Ol.

02.

03.

04.

The newspaper ‘Commonweal’ was associated with :
(1) Annie Besant (2} Motilal Nchru
(3] Pt. Madan Mohan Malviya  (4) Dinshaw Wacha

‘FadRr gHE-9T [Had s o ¢

(1) ©Hr gz (2) TR B
(3) do HAEAHIEA HEAY (4) fe-1em ar=n
Who presided over the fourth Buddhist council ?

(1) Ashwaghosha (2) Vasumitra
(3} Raivata (4} Nagarjuna
aqd drs @ @ steear fee @ oAt Y

(1) 31ggay (2) agE=

@) @ (4) TS

Who among the following has been cénsidered a lady Tirthankara in
the Shevtambara tradition ?

(1) Kunthunatha _ (2) Mallinatha

(3) Sumatinatha (4) Shantinatha

e U § Rrefiag 8 & fRR o defet a9 T e v
(1) FYgATrT (2) WfeEAT

(3) gHfaET (4) smfvaT

Who of the following Jain saints is associated with Chandra Gupta
Maurya ?
(1) Umasvati (2) Haribhadra

(3} Hemchandra (4) Bhadrabahu
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05.

06.

07.

TS A & 9 7B 9 9ry # A ST @ 7
(1) IurEETe (2) efeg
(3) BHTE= (4) w=dE

Which one of the following pairs is not correctly matched ?
(1) Chand Bardai - Prithviraj Raso

(2) Narpati Nalha - Bisaldev Raso

(3) Jagnik - Alha Khand

(4) Abdur Rahman - Hamir Raso

Frifeiad gwt & 4 9 92 gafea 7@ & ?
(1) =% sX=8 - geARS e (2) ROy e - Si|asd et

(3) STIE - TR @US (4) SrgEAE - BRI A
Who among the following was a noted Jehangiri painter ?

(1} Mir sayyad Ali (2) Abdus Samad

{3) Govardhan (4) Abdus Hasan
Frfeied 8 8§ @9 m&aa S@r fRemr or ?

(1) #HX =g ol (2) g9 gHS

(3) Mads (4) AT BOA

Who among the following was a disciple of Hazarat Nizamuddin Auliya ?
(1} Ibrahim Lodi (2) Nasiruddin

(3) Amir Khusrau (4) Alauddin Sabir
Frefied & & $19 eoRa Fromeds offRRm@r @1 R e ?
(1) z=mEm (2) FEEEEH

(B) SR gew "(4) ST TR

S P.T.O.
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08.

09.

10.

11.

Who of the following was responsible for the compilation of few
upanishads ?

(1) Elphinston (2) Briggs (3) Dara Shikoh (4]} Baveridge
fr=ifdiaa § 9 e Hiaug SuMEel @1 HeheT wanr of ¢

(1) wdltbes  (2) B4 (3) =iRERE  (4) =R

The scholar who deciphered the ancient Brahmi script for the first

time was :
(1) William carry (2) William Jones
(3) Nathanial wallich (4) James Princep

urdi gt [T B e # gwd e e geE [Fas B ar 7
(1) faferm &9 (2) s Sieg (@) @A aikE (4) S T

In which of following caves the mural of Padmapani was found ?

(1) Ajanta Cave (2) ElloraCave
(3) Armamalai Cave (4) Bhimbhetka Rock

Freifefaa § @ fpa qwr § ggaior = ffctes a@r = e
(1) TSI T[T (2) TR H (3) FRATITE JHT (4) Higgeant 16

In the usual notations, the correct expression for Z“_Z is::

g ot #, Y @ o @@l =i © o

-

ST I 2 Iy 2 CIDIND JINP I
(3) ZQE‘Z,EZ,—:ZN (4) 222_2212;:212
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12.

13.

Lt & & % S <x,, be the order statistic of a random sample of

size n from the uniform distribution U(-6,0).Then the statistic
T'—'(xm,x{ﬂ)) 15

(1) Sufficient but not complete

(2) both sufficient and complete

(3) Complete but not sufficient

(4) neither sufficient or complete

7 [T &6 x,y <xp, < <x,) T FHIF de1 U(-6,8) 8 n A
% uies! & wife ufaeslst 8, @ afomesT T=(x,,, x,,) 8F0 :
(1) uwaia g dyof 78 (2) gaie a=m dyol &l
(3) EYT W qaie & (4) T a gaiT T & qYel

Yy be the order statistic of a randon sample from the

1

o i i f(x):——————, —Cﬂ<y<m
probability density function 7:[1 Eily— 9)2]

the minimal sufficient statistic is -

Aara ATy, Voo~ FTIEHAT  wATT HAA

1 :
SO o] << @ agfeew uas @ sife st 2,

q FAaq qatw gfoselst nm

(1} yoy (2) ) (3) Zzl Yoy (4) (y(n,ym...........y(m.)

7 P.T.O.
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14.

15.

16.

In the linear medel y=Xp+u, if E (uu!) = G and best linear unbjased

estimator of B is Dy, then :

IREE AEA y=Xp+u, H AR E (uu) = G AT  H daieayq EF
SHIET ARt Dy € 1

(1) D=(xx"x 2) D=(xGx)'x
3) D=xG!x'x G 4) D=(xGx'xG

-

In a 2° factorial experiment with r replicates the block size is
Ush r Al aiel 22 agSuEri AT H &l SAeh el

(1) 8 (2} = (3) 2r (4) 3r
In a BIBD with t treatments in b blocks of k plots each and r replicates,

which one of the followings in NOT TRUE ?

T BIBD e tHIReb & WY TG b b B a6 § ke &
qo r gEaat & @, ratfeg § @ @9 o |99 @l e v

(1) rt=bk 2 bxt

B) r>k 4 bclr+t-kK
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17. Let x = (x,, X,, X,) follows a three variate normal distribution with

18.

mean vector O and the covariance matrix

Then E [x, | x,, X,] is:

e @R x = (x,, x, x,) A9 G gEER e @ € S
qre GiE 0 qUT TSHERT S8 ¢,

Lo L
4
o L 0
4
1, 1
4 2]
E[x, | x, X,] 8T
1 1 1
(1) Sla+xn) (@) %3 (3) =, (@) Htgx

Letx, =2, %= L%, =8,%,= -4 be the observed values of a random
sample from the probability density function

-X

e

f(x,0)= f<x<6,8>0

[} -F?
e —¢
Then the maximum likelihood estimator of g is
qE TR x, = -2, %, = 1, x, = 3, x, = -4 BN g9 B

-X

f(X,9)=gL_?,—9<x<6’,9>0
e —¢€

q ggies gitded & Dot @ 99 ¥, @ ¢ &1 sifusan gur
3T&helsh BT :

(1) 3 (2) 0.5 (3) 4 @) 1.5

9 P.T.O.
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19,

20.

Let x and y be independently and identically distributed random
variables such that

p x=kl=p >0 and ZkaI
k=0

Hpix=t] x+y)=y=px=(-1) 1 &+y)= t], then x and y follow :
{1) Poission distribution

(2) Negative binomial distribution

(3) Geometric distribution

(4) None of these
m@ﬁﬂ%ﬁanymﬁaﬁmwﬁﬁﬁﬁaa@%@ﬁmw
g 2l fh

plx=kl=p, >0and Zpkzl

A plx=t] (kry)=f=plho=(t-1) | cty) =t B A Ty
ge Bl -

(1) wrEdr ded (2) RO fggE deT
(3) s=ifala®s 9e (4) =8 § Hg Tl
Let X, Xy covvenenernneeees be independently and identically distributed

standard normal variables, then which one of the followings is TRUE ?

Jnx,
(1) \E; has t - distribution with (n - 1) degrees of freedom
i=1

Jn
{2) ; " ) has { - distribution with n degrees of freedom

o
X
i
1

10
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I
(3) ’"Z]: .2 has t - distribution with (n - 1) degrees of freedom
1=2

g
(4) rzﬂ: 2 has t - distribution with n degrees of freedom
i=2

a9 AT & x), x,..eeen o U gHed 9§ fqaia wedigd
yaT =X %, ot freafefaa § § 9 @@ g ?
Jnx

(1) fisz F FeA (n- 1) Q@R Fie B G t- FH °

@ [y H Heq n WET HiiC B 9T t- ded B

Jnx,

n+l

@ e H S (n- 1) QR P B GRT t- S ©

i=2

Vnx
(4) ,”Z“xg BT S n W Hile & T t- g7 §

11 P.T.O.
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21, lLet Q:[O. {] and S be the Borel field of subsets of (. Define x on () as

follows :

0 if {)Smsi
(e — 2
X{w)= l 1
O-—1f —<p<l
2 2

11 3
Let A and B belonging to s denote (Z’EJ and (Z’ij respectively.
11 . ,
Further, C denotes { o : x(®) ¢ (Z’EJ} Let S, : x is a random variable ;

S, C=Al] Band S,z C= & 5 B Then which of the following
statements are always TRUE ?

(1) only S, and S, (2) only S, and S,
(3) only S, (4) only S,

q ST 5 Q=[0,1] dur S, @ & GYeEdl B AW HF 21 Q W
x @ =T g | afiue i

i
w T 05@55

Xx@= I
o —— qﬁ‘ 5<ﬁ)£1

o e @ SH STH g/t ATl B SEHRT G%J = [%,1) el

12
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22.

23.

sy 11
aﬁﬁﬁél Wg}rCE{QﬁﬁT%{m:x(m)e [ZaEJ}WFﬁﬁQ S, :xTh

AGREF AT R S,:C=A BAN S,:C=A ~ B & | & Frfiea
7 H B A By gE oy ?

(1) a8, a1 S, (2) @aW S, AT S,
(3) da S, (4) Has S,

Hx >1 is the critical region for testing Hy: 6 =2aganistH : 6 =10n
the basis of a single observation from the population f (x, g) = ge 0=,
x > 0, then the value of type I- error is :

afls x>1, @R f(x, ) = gefx, x>0 § Baa TH FJafyT Vo1 B
HERX G H,:9g=1% B@%E H,: ¢ =2 gdero1 & R Fifas a5
g dl - PR & Ffe @1 7 aem

(1) 1/€? (@) (e-1)/e* @) (-1)/2 (4 e

Let x be a random variable with probability density function

1
f(X: }l)ziexp[*l}{'ul],‘wﬁ}(‘{m

Then the maximum likelihood estimator of pis
(1) mean of the sample

(2) median of the sample

(3) mode of the sample

(4) mean and median of the sample

13 P.T.O.
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24.

25.

= wifsrg &6 x, oifidssar 99w wad

exp(-1x-pl},-0<X<w

| =

f{x, n)=
%Wa@mqﬁzﬁai%leﬁpzﬁrmﬁwaﬂaﬁ&ﬁ%:
(1) wferEal &1 Ared (2) ofaast H =IiEAE

(3) Hfaast @ dga® (4) ufest & ARA qE WIiEHEH

Let the random variable X follows N (g, 1) and the prior g (@) follows

N (i, 1). Then the posterior distribution of § based on single
observation is :

qT WifeTe R argfied =X x @t sedt N (6, 1) © T ST g (p)
aE?IN(u,n%la‘rqasaq%@rﬁm%aﬂmweaﬂdWﬂﬁmm

fa=x 1

A 1 1\

If 6 is the probability of success in binomial distribution, then the
Jeffrey’s prior for binomial sampling 15

(1) g(ﬁ)a%} 2) g®ab

(3) e®oa B(l l} (4) g(®@aa constant

qﬁe,mdﬂﬁw%qﬁzﬁmﬁ@ﬁm%ﬁmw
3 U Wl @l 9RR B

(1) s®« :) (2) g@ab

@ 2 m)uﬁi - 1) (4) g @ a T @D

14
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26.

27.

28.

Let R (t) and h (t) respectively denote the reliability and hazard ratc
of 2 unit at time t, then which of the following relation is TRUE ?

a T BF t §Eg 9} Rl gEE @ saediEer qen gsnE sX
mﬁr:R(t)amh(t)%‘,ﬁrﬁmﬁﬁaﬁﬁﬁaﬁ?rwééaﬂa%?

(1) log R =| r(¥)dx (2) logR(t)=-] r(¥dx
(3) logR(t) = 1- [ r(x) dx (4) logR(t) = exp {-] r(x)dx]

Which of the following distribution presents decreasing failure rate ?
(1) normal distribution

(2) gamma distribution with shape paramater greater than one

(3) log normal distribution

(4) none of these

Frafafaa & & BF-91 ded gear gl FAhadr &3 awiar 8 7
(1) 99HE s

2) TH T AF AV U= aren AHT §e

(3) T AMHA s

(4) T | B3 Tl

Let X follows N_ (0,) ) and P is a pxp non - singular matrix such
that Px follows N_(O, I). Then :
(1) P is identity matrix (2) P is an idempotent matrix

(3) P P=I (4) PY P =1

A AT fF X @ de N (0,Y ) ¥ T p TH pxp TA-RITER
SSIE 9 T 8 [ px 1 s N (0,]) B,

(1) Pus HESfedl oTege & (2) p U STSSHUICE STEQ8 ©
(38) P), P=I 4 PY P =1

15 P.T.O.
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29. If for a fimite population of size N, the probability of selection of the i*

30.

31.

unit in the sample of size nis p, i= 1, 2, ...... , N) and p, a x, where

in =X | then the usual ratio estimator becomes unbiased when the

selection probability of a particular sample is :

GF N TR & U A auite & R i X g & ufaest § g7

AT ST ST ST i & Staf fe gy sfwst &
9t S Bl e A

N

o (e % e (02

\n

When sample size is large, the efficiency of the estimator of population
mean in post stratification is approximately equal to that of :

(1) Neyman allocation (2) Simple random sampling
(3) Cluster sampling (4) Proportional allocation

At ufrest SR g &1 a1 wiEEsRE Wt 4 qafte AT &
A @ SEET T gEE B

(1) = fraiRer & (2) O gRe® dgiEEd &
(3) =B AfaEaH & (4) TETHaTh iR %

If p represents the coefficient of correlation between two variables ) 4
and X in a finite population, then the regression method is better
than the ratio method of estimation for :

(1) all valuesof p
(2) negative values of p only

1
(3) for values of p lying between Eto 1 only

1
(4) for values of p lying between -5 to -1 only

16
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32.

aig p u WA TAfe ¥ & @1 Y 9 X B " gedsd [olid &
i B, O gErsET [y ome & o R § o B by A B
fore otesT BT B 7

(1) p & Gf 71 & T

(2) p B HAW FOTHE A & foQ

(3) p%_%ﬂl%@aqﬁmﬁqﬁ%%{qé

(4) p%-lan%Eﬁaqsﬁmﬁwﬁ%%qﬁ

>

“

Let {X , n > 0] be a Markov chain with three states [0, 1, 2] and with

3/4 1/4 0
1/4 1/2 1/4
0 3/4 1/4

Transition matrix

1
The initial probabilities are P [x, = i] = 3 i=0,1,2

Then P [x, = 2, x, = 1, X, = 2] is equal to :
9 AT {6 &9 STerenst [0, 1, 2] J Fiiad a0 SegE
3/4 1/4 0

1/4 1/2 1/4

& T (X, n > 0] TH Ahig @l B
% > 0] 0 3/4 1/4

Ry aifesand P{x0=i]=%,i=0, 1,28, @ plx,=2,x%,=1,x,=2]

H A BRI :
(1) 3/16 2) 1/16 (3) 3/64 (4) 3/4

17 P.T.O.
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33.

34.

|5 T S , X_be arandom sample from a Poisson distribution
p(2). The Cramer-Rao Lower bound for the variance of an unbiased

estimator of s 4 is: _

M AT B %), X, s ,x_@EEl ded p(1) 9 Th AEE®
gfesl 21 2 B STRET ST & TEROT &g HA-Ud e A
ZIT

Ji A A
I¢!

m = ) e @

3 : :
For testing H, : 9§ = against H : 9 = z o the basis of a snigle

B | —

observation X from binomial distribution b (2,8) , a test function is
1 if x>2

S E.
$ =155 if x 2
0 x<2

defined as

The size of the test 1s :

faqe @ed b (2,0) T UF HHT X B GJIT‘EJT{‘ZRHG:e:% EN
H;=0=%%ﬁmqﬁw%§%qﬁmw
1 if x>2
¢(x)=$ if x=2
0 if x<2
WWW%IQ‘&WWW@W:
(1} 1/80 2) 1/20 3) 1/60 4) 1/10

18
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35. In the following life table, some entries are missing-

X s L 59,

20 0.006338 94864

9% 0.006650

30 0.008087

35 92879

The values of L and [, are respectively

(1) (94564, 92140) (2) (94263, 93636)
(3) (94980, 92050) | (4) (93500, 94564)
Fp=ifafra sfasr @il & @p v ge ™ 2|
x 5% L -4

20 0.006338 94864

25 0.006650

30 0.008087

35 © 92879

L T L 3 A SHHA: B

(1) (94564, 92140) (2) (94263, 93636)
(3) (94980, 92050) (4) (93500, 94564)

36. Given [ in a life table, the entries of other columns can be computed
only with the knowledge of :

(1} age-specific fertility rates (2) crude death rate
(3} crude birth rate (4) age-specific mortality rates

et Sfiag-amell § (& 33 21 o o=« § gfaied & w4t
T & [T S BT =Ry

(1) oTg-fafere Sdwar o &1 (2) AYS GG X B
(3) SAYH STH X H (4) omg-faferse gg = @

19 P.T.O.
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37. Systematic sampling would be more efficient as compared with

38.

39.

SRSWOR if :

e AT SRSWOR @l el o Sorel @& efll afe

1 1 1 ]
n P @ P k- ® Py @ = ak 1)

In y=xf+u,Eu’)=0"l1,, the value of 3 for which (7—xB)(r—xB) is
minimurn s b. Then — G~ A6~ A)'is

o xfeuEu)=ct,, # p @ " Frad R (r—xB)(r-=B)
o &, b A Bb-p)6-p) B

1) In 2 x'x @) (x'x)" @) (xx)-

Let x,, x2, ........ , X bea random sample from a Bernoulli distribution
with param(,ter D, o<p<1 For estimating p, the bias of the estimator

2(n+f)
L ]
(1) @H(P—g] @ a2’
1 1 p 1 (lﬂ)

20
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a9 &I x, x,, e , X 9T p, o<p<] Tl FIel ded d UH

]

Jn+2Y xi
argied gidaesl 8 | pH SHAT 8 STHTD — \Zf) Bl ATHAT
H+n

BhAT :

1 ! 1 (1
0 J;H[P"EJ ) M(E‘p}

1 1 p 1 1
o wasE @ k)

40. For the following transportation problem, one applies the North- West
corner rule to find the first feasible solution.

D, D, D, D, Availability

0O, 5 3 6 2 19
0, 4 7 9 | 37
O, 3 4 7 5 34

Demand 16 18 31 25

The value of the objective function would be :

(1) 586 (2) 517 (3) 580 (4) 590

21 P.T.O.
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Freiiad aad TR & [T g 9T 89 61 U1 B &

Sea-ufyay T @A o orqEE T4 B o

D, D, D, D, wrsn
0o 5 3 6 2 19
0, 4 7 9 1 37
o, 3 4 7 5 34
s 16 18 31 25
sifsiaeq wed &1 HIF BRT
(1) 586 (2) 517 (3) 580 (4) 590

22
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Short Answer Questions
TY FEHIT TT

Note : Attempt any five questions. Write answer in 150-200 words. Each

01.

02.

03.

04.

question carries 16 marks. Answer each question on separate page,
after writing Question Number.

el dia usl & I AR ) U@® #1 ImX 150-200 =i |
IS0 | 9% 999 16 STt T & | e 99 &l Sa¥ STAT U 9T
ged el gy g% &1 |

What is a parallal system ? Obtain the expressions for the reliability,
hazard rate and mean time to system failure of a system of n
components assuming constant hazard rate for each component.

U GEFRAR N = 8 ? STt & U e °, 9@ ofEad &
o Rex T8 =X W gu Freaeian, ¥ &X = MeE &l
frparar &1 T F & [T &iotenl H T Hitoid |

Define consistency and state the invariance property of consistency.

AT &l GRAT ST T I & SAIRTE 0T &l Gargy |

What is conjugate prior ? Give examples of conjugate priors.
HISLIE AT T Bld & ? HLIE gERl % Saeel Al |

Describe the method of finding the discontinuity points of cumulative
density function of a random variable whose characteristic function

is (q + pef)

gt argfRe® =R Rrasr TR BaT (q + pel) B, & ANTE =9d
BT B AT HgST B U HeA B ARy H gHEEd |

23 P.T.O.



RET/15/TEST-B 905/ Statistics

05. The joint probability density function of X and Y is given by

06.

07.

f(x,y):-l—z,leSoo;l<y<x.
2x°y X

Find the conditional distribution of X given Y.

X T Y 1 GYRT AT B B [T o

] i
fle,y)=—7—,1Sxg0;—<y<x.
2x‘y X

Y3 RY 8 gx X % ulEita ded qra &ifsd |

In order to resolve the problem of non-response, explain the method
of sub-sampling of non-respondents and define an unbiased estimator
for population mean under this method.

IR e @ GuET & gHNN & g sremiia afaadl & sid
ufer == 7 fafr o aHensy awr 59 Ay & ofeeia anfte @i @
s IR SIERAE el IreHITN 2hifsid |

Solve the following 2-machine and 7-job sequencing problem :

o AT TAT 7- HF AR TR R aEr Bl & BT
Job (M) : 1 2 3 4 5 6 7

Machine A: 10 12 13 7 14 S 16

(wefie A)

Machine B : 15 11 8 9 6 7 16

(meli= B)
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08. Discuss the direct method of standardization of death rates with an
example.

U IATEXY died gog &3 @ Wi ARl &Y @t EEer $ife |

09. Define Mahalanobis D? statistic and explain its uses. How the T
statistic is related with D? statistic ?

HeraHIiEay & D2 ufaesis &t ity difSie qen g9e SugiE &
garzd | 9 g T2 ufdestsr, D2 ofvasts @ ddfta & °

10. Define Midzuno method of sampling and hence obtain the expressions

of », andz,.

g & faogAt @iy wt oftwfyg At qen og@ & 7 qen
7, @ STkl Bl UT I |
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RS ERIC )] dg Saig & Y g
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ged HEA wg I &% e g
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ued HeAr g S % Riw g
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e T o Sed 3 RE U

29 P.T.O.



RET/15/TEST-B 905/Statistics

Question No. Page for Short Answer

a9 HEAr @y Soay & e g
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